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What does reliability mean for building a grounded theory? What about when writing an auto-ethnography? 
When is it appropriate to use measures like inter-rater reliability (IRR)? Reliability is a familiar concept in 
traditional scientific practice, but how, and even whether to establish reliability in qualitative research is an 
oft-debated question. For researchers in highly interdisciplinary fields like computer-supported cooperative 
work (CSCW) and human-computer interaction (HCI), the question is particularly complex as collaborators 
bring diverse epistemologies and training to their research. In this article, we use two approaches to 
understand reliability in qualitative research. We first investigate and describe local norms in the CSCW and 
HCI literature, then we combine examples from these findings with guidelines from methods literature to 
help researchers answer questions like: “should I calculate IRR?” Drawing on a meta-analysis of a 
representative sample of CSCW and HCI publications from 2016-2018, we find that authors who seek to 
communicate methodological reliability do so using a variety of approaches; notably, IRR is rare, occurring 
in around 1/9 of qualitative papers. We reflect on current practices and propose guidelines for reporting on 
reliability in qualitative research using IRR as a central example of a form of agreement. The guidelines are 
designed to generate further discussion and to orient new CSCW and HCI scholars and reviewers to 
reliability in qualitative research..1   
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1 INTRODUCTION: TO IRR OR NOT TO IRR 
“Should we calculate inter-rater reliability (IRR)?” 

Researchers have asked this question many times in the course of designing studies, and its 
sequel, “should they have calculated IRR?” while conducting reviews. Qualitative researchers who 
use methods that are not compatible with IRR sometimes find themselves defending their methods 
to reviewers who have been trained to expect it. The authors of this paper themselves have been 
challenged repeatedly to explain alternate approaches to reliability and have discussed whether 
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IRR is appropriate in conversations online, in personal communications, in reviews, and in 
dissertation defenses. These conversations are laborious, but they encapsulate tensions implicit 
in a scholarly community like CSCW and HCI that unite diverse research traditions. We begin 
our investigation of reliability in qualitative CSCW and HCI literature with this deceptively 
simple question because answering it requires a thoughtful exploration of what reliability means 
in different methodological traditions. We show that CSCW and HCI qualitative researchers use 
the same terms and concepts in multiple, complex ways, and that readers and authors themselves 
may have little consensus about what was done and why.  

IRR is a statistical measure of agreement between two or more coders of data. IRR can be 
confusing because it merges a quantitative method, which has roots in positivism and objective 
discovery, with qualitative methods that favor an interpretivist view of knowledge. Further, while 
there are many guidelines available across disciplines for how to do IRR, there are few guidelines 
for deciding when and why to do IRR.  

In our informal discussions with CSCW and HCI researchers about this work, we have 
observed passionate and thoughtful perspectives on IRR and the concept of reliability more 
generally, but these perspectives are diverse and sometimes contradictory. In general, diversity is 
a celebrated hallmark of CSCW and HCI—Dourish noted that HCI is a “discipline that has often 
proceeded with something of a mix-and-match approach, liberally and creatively borrowing ideas 
and elements from different places” [28]. It is unsurprising, then, that researchers who write and 
evaluate descriptions of qualitative methods often face quandaries, like whether or not IRR is 
appropriate and how to communicate their choices to a diverse audience. Similar confusion has 
been reported and addressed by Caine when it comes to choosing sample sizes in HCI [18].  

In this article we first examine practices in recently published papers in the major CSCW and 
HCI publishing venues, the CSCW and CHI conferences2, to create transparency around local 
norms for communicating reliability and related concepts in qualitative scholarship. The same 
diversity that makes these communities challenging to navigate methodologically also position 
them to provide guidance. Our research found that over 1/3 of CHI and almost 1/2 of CSCW 
papers from 2016 to 2018 used qualitative analysis as a primary method, highlighting the need for 
shared understandings of how to write about and evaluate qualitative research [74]. We found 
that IRR is relatively rare, but that most papers used some form of agreement to signal reliability. 
Based on foundational methods texts and illustrated by our findings, we propose guidelines for 
deciding when IRR is appropriate. This work contributes:  

Conceptual work: We situate reliability and IRR in a wide spectrum of related practices 
and concepts, including rejection of the term reliability altogether, to widen our 
discussion of methods and approaches beyond our starting point of “Should we use IRR?”  

Descriptive norms: We characterize what qualitative researchers in the CSCW and HCI 
community do to communicate reliability in their publications. Understanding local 
standards can both reveal misperceptions about community expectations and enable 
reflection on our practices as a community by newcomers and established researchers 
alike. 

 
2 We adopt the shorthand of these communities and refer to the Association for Computing Machinery (ACM) Special 
Interest Group on Computer-Human Interaction (SIGCHI) Conference on Computer-Supported Cooperative Work and 
Social Computing simply as CSCW and the ACM SIGCHI Conference on Human Factors in Computing Systems as CHI.  
Note that the CSCW conference proceedings became part of the journal series Proceedings of the ACM: HCI in 2017.  
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Guidelines for deciding when agreement and/or IRR is not desirable (and may even be 
harmful): The decision not to use agreement or IRR is associated with the use of methods 
for which IRR does not make sense. Pragmatic examples include when developing codes 
is part of the process, when there is a single researcher, when researchers are embedded 
in the research context, where analysis is driven by participants’ own interpretations of 
their data, or when coding requires little interpretation. 

Guidelines for deciding when agreement or IRR is useful: The use of agreement or IRR 
should be consistent with methodological choices and analytical goals, which might 
include ensuring consistency across multiple coders, for applying existing codebooks, 
and when researchers aim to report quantitative results.   

2 RELATED LITERATURE 

2.1  Qualitative Research in CSCW and HCI 
Qualitative data is often gathered in “natural” [37], or non-experimental, settings, and tends to 
involve analysis of verbal responses, observed actions, videos, photos, documents, drawings, or 
other materials that provide data on how people make meaning in their lives. In CSCW and HCI, 
qualitative methods became common as researchers aimed to develop human-centered research 
practices that integrated and privileged the perspectives of system “users.”  

Creswell categorizes qualitative research in five classical traditions of inquiry: biography, 
phenomenology, grounded theory, ethnography, and case study [25]. These traditions are not 
mutually exclusive, and many researchers draw on multiple approaches, particularly in 
interdisciplinary fields like CSCW and HCI. Pinelle and Gutwin demonstrate that qualitative 
research was the predominant method in evaluations of groupware systems at CSCW from 1990-
1998 [78]. However, Wallace et al.'s study of CSCW from 1990-2015 [88] note that mixed methods 
research became increasingly common at CSCW. Our work takes up where Wallace et al. leaves 
off, focusing on the importance of orienting both qualitative and mixed methods scholars to issues 
of reliability in their methods. Qualitative inquiries rely on overlapping sources of data and 
methods of analysis. For example, any of the five traditions above could draw from interview 
data, and most could also draw from field notes, audio and video recordings, and textual or visual 
content [25]. However, there can be substantial differences in data analysis processes and 
products. For example, ethnographic research may yield a detailed descriptive narrative or “thick 
description” [35], whereas thematic analysis may yield a lexicon of themes that help explain the 
phenomenon of interest [15]. The term “coding” generally refers to the practice of examining data 
and labeling units of text with descriptive text, or “codes.” However, the terms “coding” and 
“codes” are sometimes used to describe a process of inductive interpretation—which in some cases 
denote the process of interpretation, and in others, the outcome of interpretation—and at other 
times are used to describe a process of labeling data with preexisting codes followed by 
interpretation. The term “theme” is typically applied to describe recurring topics or meanings that 
represent a phenomena; themes need not align with the most prevalent set of codes but instead 
those that are salient to the research question or inquiry.  

Qualitative analysis tools like NVivo, Dedoose, Atlas.ti, and others can also encourage different 
approaches to qualitative research through both the kinds of functionality they support and the 
variable ease with which different types of features can be learned and used. Moreover, in CSCW 
and HCI, still more methodological variation has been introduced by the need to adapt approaches 
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from other fields and contexts to the pace and structure of technology development and 
publication expectations [45,70]. In general, even researchers who use traditional forms of 
qualitative methods and have a strong understanding of data sources and analysis may have a 
less firm grasp of how and whether reliability and agreement fit in [3,19,30,53]. 

The next sections present the concept of reliability and its role in qualitative research, then 
critique its limitations and potential harms. 

2.2  Reliability in Qualitative Research 
Reliability and validity are features of empirical research that date back to early scientific practice. 
The concept of reliability broadly describes the extent to which results are reproducible, for 
example, from one test to another or between two judges of behavior [29]. Whereas reliability 
describes the degree to which a measure produces the same answer, validity is the degree to which 
a measure gives the correct answer. When measuring human behaviors, beliefs, or interactions, 
correspondence between an instrument (for example, an IQ test) and the construct it measures 
(intelligence) is always an approximation. As a result, social science has relied heavily on 
reliability, as “perfect validity” is neither theoretically possible, nor necessarily desirable [53].  

Kirk and Miller illustrated different conceptions of reliability in qualitative research: quixotic 
reliability (when a single method produces the same measure), diachronic reliability (the “stability 
of an observation through time”), and synchronic reliability (the “similarity of observations 
within the same time period”) [53]. Krippendorff proposed three types of reliability: replicability 
of results across coders (i.e., IRR), stability or consistency of a single coder’s use of codes over 
time, and accuracy of an established coding scheme compared with others [55]. These definitions 
underscore the complexity of reliability, and corresponding struggles in social science disciplines 
to translate and adapt an evolving concept into their own fields [30]. 

IRR is a statistical measurement designed to establish agreement between two or more 
researchers coding qualitative data. Calculating IRR does not generate data used in results, but 
instead provides an artifact and a claim about the process of achieving researcher consensus [43]. 
Common statistical calculations used in IRR include Cohen’s kappa (κ), Krippendorff’s alpha (α), 
Fleiss’ kappa (κ), or correlational measures such as Pearson’s r. This paper is not focused on the 
strengths and weaknesses of each approach, which can be reviewed elsewhere (e.g., [42]), though 
there is general consensus that simply calculating percent agreement between coders is not 
acceptable because it does not account for the possibility of agreement by chance. Scholars have 
argued for the use of IRR where “diverse confirmatory instances in qualitative research lend 
weight to findings” [3]. Krippendorff argues that “a research procedure is reliable when it 
responds to the same phenomena in the same way regardless of the circumstances of its 
implementation” [55]. In this light, measurements are not only a critical research tool to guard 
against systematic bias [65] but can also reveal weaknesses in coding definitions, overlaps in 
meaning [64], or the challenges of arriving at consensus given the nature of the data [43].  

Approaches to establishing and communicating reliability vary and many disciplines have 
wrestled with how and whether to establish reliability or to use IRR [3,19]. Scholars in some 
subdisciplines of psychology, sociology, and communication may expect a formal codebook, the 
use of multiple coders, and formal measures of agreement using IRR [19,30,63].  In contrast, other 
scholars may rely on a variety of techniques (e.g., interviews, surveys, etc.) and forms of 
documentation (e.g., photographs, video, etc.) in addition to their field notes, but rarely rely on 
IRR [61]. Further, debates persist around whether reliability should be understood as a matter of 
agreement (e.g., over substantial discussion among researchers) or disagreement (e.g., where 
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differences are discussed, and possibly arbitrated, after a round of separate coding) [16] and 
whether these agreements or disagreements need to be measured (i.e., IRR). Indeed, the process 
of reaching or failing to reach agreement may be more important than its measurement. These 
tensions may be explained by the subtle differences between agreement (where two or more 
coders reconcile differences through discussion) versus establishing reliability (where two or 
more coders independently apply the same code to a unit of text).  

Some scholars insist that both agreement and reliability are required [19]. However, other 
techniques for communicating reliability include member checking (e.g., confirming/reviewing 
results with participants or other members of the community), re-interviewing participants, 
triangulation of data with secondary data sources (e.g., interviews plus field notes, photographs, 
etc.), making research process transparent [3], and communicating positionality of the 
researchers. Many qualitative researchers reject validity and reliability altogether in favor of 
concepts like dependability, confirmability, credibility, and transferability that resonate with 
interpretivist accounts [41,62]. 

2.3 Critiques and Limitations of Reliability: to IRR is Human 
In the social sciences, quantitative researchers have sometimes made “the mistake of evaluating 
qualitative research reports using the standards of quantitative research,” expecting IRR 
regardless of the nature of the qualitative research [30]. As a result, reporting statistical measures 
may be alluring for qualitative researchers who believe that reviewers who are unfamiliar with 
their methods will respond to IRR as a signal of reliability; however, for many methods, reliability 
measures and IRR don’t make sense. They may even be outright harmful. These potential harms 
can take place during the data collection or data analysis process.  

Data may not be easily segmented into units of analysis, and how researchers choose to 
segment data can alter meanings and interpretations [56]. Some data, such as raw field notes, may 
be only interpretable by the researcher who conducted the observations, or they may be 
interpreted differently by different people depending on researchers’ backgrounds and the focus 
of the analysis [31]. In phenomenological research, the focus of study is on first-person 
experiences and requires that researchers “bracket” their own interpretations [83]. Scholars have 
generally argued that “words may have multiple meanings, may be open to interpretation, and 
may only be understood in the context of other words, which in a way makes them harder to 
work with than numbers” [19].  

Further, aspiring to achieve reliability might reduce sensitivity to complex concepts and 
nuances in data. In fact, we would argue that in any qualitative research, rigid expectations of 
reliability should be scrutinized for potential marginalization or minimization of perspectives. For 
example, feminist HCI emphasizes that knowledge is socially constructed and cannot be 
disentangled from power and identity [6]. Bardzell points out that the privileging of alternative 
epistemologies taken up by feminist theory implies a new domain of research—the “marginal” 
perspective [6]. In practice, this may mean shifting towards participatory design and other 
community-focused methods such as member checking or collaboration with participant 
researchers [68], who bring distinct perspectives and interpretations to the research. These new 
approaches are essential because, as Bellini et al. argues, “[d]espite our best intentions, we may 
fail to consider the extent of oppressive systems or our complicity within them” [8].  

Researchers may also be overly reliant on quantitative outputs—e.g., kappa or alpha values—
as evidence of reliability. In fact, most IRR statistical calculations yield numerical values that are 
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subject to interpretation and rely on acceptable levels of agreement that have been normatively 
accepted without strong empirical evidence. Kandis and Loch’s 1977 scale (0.0-0.2 Slight; 0.21-0.4 
Fair; 0.41-0.6 Moderate; 0.61-0.8 Substantial; 0.81-1 Almost Perfect) has been cited roughly 46,000 
times on Google Scholar, but they acknowledge that their scale is “clearly arbitrary” and provided 
merely as “useful benchmarks” [57]. Krippendorff’s inspection of the tradeoffs between statistical 
techniques establishes that “to assure that the data under consideration are at least similarly 
interpretable by two or more scholars… it is customary to require α ≥ .800. Where tentative 
conclusions are still acceptable, α ≥ .667 is the lowest conceivable limit” [55]. Although statistical 
measures can help confirm that interpretations are consistent between coders, they are not a 
substitute for interpretation and making meaning from the data.  

In this paper, we argue that approaches to establishing and measuring reliability should be 
aligned with epistemological traditions the researcher draws on. An epistemology is a theory of 
knowledge describing a set of assumptions about what is possible to know and how we 
communicate that knowledge. Wittingly or unwittingly, researchers invoke such assumptions 
when they make and describe methodological choices. Burrell and Morgan organized assumptions 
underlying social science research along two dimensions: assumptions about the nature of social 
science and assumptions about the nature of societies [17]. They emphasized the need for 
researchers to be consistent in their assumptions in order to do cogent social science. By 
understanding their own assumptions, CSCW and HCI researchers can make sound and 
justifiable decisions about how (and whether) to establish and report reliability.  

The wide range of disciplinary traditions infused in CSCW and HCI research can introduce 
uncertainty about when and how to analyze qualitative data, but also provides a rich dataset for 
understanding expert practice. In the next section, we present findings from an analysis of three 
years of published work in CSCW and CHI to describe current norms around communicating 
reliability and methods in qualitative research.    

3 STUDY DESIGN 
This research draws from and triangulates multiple sources of data. We conducted informal 
discussions throughout the data collection, analysis, and writing process with CSCW and HCI 
researchers, ranging from senior scholars to new graduate students, and across the expanse of 
disciplines typically found at CSCW and CHI. We reviewed scholarship on qualitative methods, 
including foundational texts on grounded theory, ethnography, phenomenological research, and 
feminism, as well as textbooks and recent methods-related works in CSCW, HCI, and adjacent 
fields. The empirical data presented here comes from a systematic review of research papers from 
the 2016-2018 CSCW (Computer-Supported Cooperative Work and Social Computing) and CHI 
(Human Factors in Computing) conferences. Our inclusion criterion for papers was the use of 
qualitative methods for the primary analysis. Our dataset thus contained a wide range of methods, 
including ethnographies, interview studies, diary studies, user studies, and design-based research. 

Our research team has conducted numerous qualitative research studies using multiple sources 
of data and a variety of approaches to reliability, and has reviewed hundreds of studies in CSCW, 
CHI, and related venues. This project was born out of our desire to advance rigor, consistency, 
and disciplinary sensitivity in our own work and the CSCW and HCI community more broadly.  

3.1 Dataset 
We conducted a qualitative analysis of full paper and note proceedings (hereafter referred to as 
“papers”) from CSCW and CHI 2016-2018. We used the ACM DL to collect metadata for all 617 



Reliability and Inter-rater Reliability in Qualitative Research: Norms and Guidelines for CSCW 
and HCI Practice X:7 
 

 
 ACM Trans. Graph., Vol. X, No. X, Article X. Publication date: November 2019. 

CSCW papers and 1811 CHI papers from 2016-2018 and selected a random subsample of 250 
CSCW and 400 CHI papers for the first pass of coding to identify qualitative papers. We chose 
three years to obtain a robust sample, while prioritizing recent practices in the community. We 
used Cochran's sample size formula to calculate minimum sample sizes of 237 and 317, 
respectively, based on a 95% confidence level and a 5% margin of error [90]. Some researchers 
have published multiple papers that appear in our dataset; we did not adjust for these 
dependencies, which may introduce a bias towards highly productive individuals and institutions 
who may conduct research (and train large numbers of students) in unique ways. 

We conducted a content analysis of methods sections in those 650 papers to determine 
eligibility for inclusion in our dataset. We coded papers as include if they used qualitative methods 
as a primary method of analysis. These were often exclusively qualitative papers (e.g., an 
interview study, ethnographic work, or content analysis) and were sometimes mixed methods 
studies with qualitative methods playing an integral role in the study (e.g., survey study + 
interview study). Papers coded as partial included qualitative methods as a secondary form of 
analysis, such as a systems paper that included a user study at the end that qualitatively asked 
users about their reactions to the system or described qualitative research that shaped the design 
of their system. Papers coded as exclude did not contain any qualitative methods. Note that we 
were concerned with methods, not data; papers that used quantitative methods to analyze 
qualitative data (for example using machine learning techniques to analyze texts) were coded as 
exclude. Papers coded as partial or exclude were not included in the final dataset.   

The research team reviewed and discussed criteria for inclusion before beginning the coding 
process. Because the inclusion criteria could be interpreted differently by different coders, and 
because we wished to divide the dataset between two different coders, we calculated IRR for the 
application of inclusion criteria. Two of the co-authors coded the first 30 papers in our random 
sample of CHI papers and had 100% agreement between them. This suggested that our discussion 
had yielded a shared understanding of the criteria for inclusion, so both coauthors proceeded to 
code an additional 70 papers, which produced minor disagreement. We calculated IRR between 
the two coders for those 70 papers. Both Cohen’s kappa and Krippendorff’s alpha are appropriate 
for use when there are two coders coding the same dataset and the data are nominal. Both of 
these methods yielded an acceptable level of agreement (Cohen’s kappa unweighted=0.849, p<.05; 
Krippendorff’s alpha=0.85). There were no disagreements between inclusion and exclusion; the 
seven disagreements were primarily between partial and exclude. We discussed and resolved 
those disagreements and divided the remaining dataset for coding between the same two coders. 
Four additional papers were subsequently recoded from include to partial (3) or exclude (1) during 
this pass. The final dataset comprised 140 CHI papers (35%) and 121 CSCW papers (48%) coded as 
include for a total of 261 qualitative papers.  

3.2 Content Analysis 
We coded our dataset for the presence of language that described how researchers approach 
reliability, who is involved, the use of IRR, and other methodological and epistemological 
considerations. The CHI dataset represents a broader research community, into which CSCW fits 
as a specialized, partially overlapping conference. Beginning with the CHI dataset, two authors 
each took part of the corpus and extracted methods-related text from every paper that described 
qualitative data collection and analysis procedures. They also took notes during the data capture 
pass. After reading methods sections—or if there were no methods (or similarly titled) sections, 
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areas where methods were discussed throughout the paper—the whole research team discussed 
the data and notes to identify and refine important codes in the data. During these discussions, 
we generated a set of terms that indicated the presence or absence of certain practices—e.g., 
met/meet, discuss, agree, refine, consensus, member (e.g., “member checking” “team members”), 
revise, collaborate/collaboration (e.g., “collaboratively identified themes”), triangulate/ 
triangulation, and compare/comparison—and then examined texts with those key words to 
confirm use of language of agreement. 

We coded the following items: specific data collection activity or methods (e.g., interviews, 
observations, diary study, etc.), number of researchers/coders involved in analysis, use of IRR, 
specific IRR statistical method (e.g., Cohen’s kappa), mention of methodology (e.g., grounded 
theory, ethnography), methods citations, use of language to signal agreement about codes when 
IRR or multiple coders were not used, and tools used (e.g., post-its, NVivo, ATLAS.ti, etc.). We 
coded these items only when they were unambiguously present in the text (i.e., we did not try to 
infer whether researchers had done something or not, we only coded when the paper described a 
practice). Many methods sections inevitably omitted details of the research process that will 
therefore not show up in our data.  Because coding involved a simple binary identification—was 
a measurement reported in the paper or not—we chose not to calculate IRR per our guidelines 
below. Two researchers coded the full dataset of texts for presence of each measurement.  

In the next section, we present our results as a descriptive quantitative analyses of reported 
methodological choices across recent qualitative CSCW and CHI papers, including excerpts from 
individual papers with citations to illustrate concepts. In cases where the analysis could be 
perceived as critical, we lightly disguise the excerpt and do not include a citation to the paper. 
The intent of this work is to identify areas of excellence in our collective approach to choosing 
and reporting qualitative research methods and to support improvement of our collective 
technique, but not to call out individual scholars and their work. 

4  LOCAL PRACTICES IN CSCW AND CHI  

4.1  Approaches to Reliability  
Papers used a variety of techniques to communicate agreement. Some described how multiple 
coders continually met to develop, discuss, and refine codes (e.g., “After coding the first interview 
transcript, the two coders met to discuss disagreements in coding and to refine codebook 
definitions” [60] or “During weekly team meetings, we iteratively discussed and revised these 
codes until we reached consensus” [47]). Another paper described how they “collaboratively 
analyzed and discussed the data material in our project team as well as with another qualitative 
analysis group” [82]. In some cases, two or more researchers separately analyzed a subset of the 
data and then met to discuss and refine emergent codes. Others described one researcher doing 
the coding and then meeting with coauthors to discuss the data and refine codes or themes over 
one or several sessions. There were in-depth qualitative analyses that forwent agreement 
language altogether. A small portion of papers used external reviewers “to establish validity” [95] 
in one case and in another, as coders to “evaluate the final prototype” [11].  
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In 251 (96.2% or all but 10) of the papers, the authors described how they analyzed the data. 
We present most of our descriptive results (e.g., frequencies) in reference to the dataset involving 
these 251 papers only. Many used open coding processes in which researchers developed and 
revised codes as they reviewed the data. A small number of papers justified this choice explicitly, 
as in “an inductive thematic analysis was then conducted on the data set... This method was 
deemed appropriate as […] is an emerging and poorly understood topic” [66]. Most papers used a 
process we would describe as inductive, even if not stated explicitly, however some specified a 
deductive approach. For example, Fiesler, Morrison, and Bruckman stated that they “began with 
an inductive approach but then grouped themes deductively under the framework of feminist 
HCI once we identified its relevance” [32]. Four other CHI papers and five CSCW papers used 
deductive approaches as part of a deductive thematic approach [36,86] or mixed deductive and 
inductive approach [13,22,49,52,58,69,92].  

Among those that discussed their approach to analysis, just under half (121 papers, 48.2%) 
specify the number of people who analyzed qualitative datasets, with the majority of those 
specifying 2 researchers or authors (65 papers, 53.7%). Those that don’t specify a number typically 
refer to “we” in their description of the analysis, or sometimes “the team” or “the group”: “The 
entire team then reviewed and analyzed the data…” [14]. Some described a first or single author 
doing an initial pass and then the “research team” going on to code.  

In total, 139 (55.4%) papers provided language that indicated some form of agreement was 
reached, primarily among multiple researchers. In addition to some of the examples given, Yarosh 
et al. stated “more than 750 open codes were then discussed among all four investigators to resolve 
any disagreements” [93].  

 Total papers CHI papers CSCW papers 
Described data analysis 251 134 117 
Described a method of 
agreement  

139 55.4% 65 48.5% 74 63.2% 

Cited a methods text 180 71.7% 89 66.4% 91 77.8% 

Used IRR 32 12.7% 22 16.4% 10 8.5% 

         Cohen’s kappa 17 53.1% 13 63.6% 4 40.0% 

         Other specified 9 28.1% 6 27.3% 3 30.0% 

         Not specified 6 18.8% 3 13.6% 3 30.0% 

Did not specify number of 
researchers (e.g., “we”) 

130 51.8% 70 52.2% 60 51.3% 

Specified number of 
researchers  

121 48.2% 64 47.8% 57 48.7% 

         1 researcher 25 20.7% 11 17.2% 14 24.6% 

         2 researchers 65 53.7% 38 59.4% 27 47.4% 
         3 or more researchers 31 25.6% 15 23.4% 16 28.1% 

Table 1: Approaches to describing reliability among 251  
qualitative CSCW and CHI papers in our dataset 
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In all, 10 papers described triangulation of some kind (data not shown). Finn and Oreglia 
described “triangulation” of their notes with other researchers and also use of other documents 
to “substantiate (or not)” some of their interpretations [33]. Another paper specified using various 
types of triangulation, including “data triangulation” (use of multiple studies), “triangulation of 
sources of evidence” (questionnaires, interviews, and other artifacts) as well as “analysis 
triangulation” (between two researchers) to achieve “validity and trustworthiness” in place of 
“generalisability and reliability” [67]. Seven of those 10 described triangulation with different 
sources of data [26,80,95] such as user logs [39], data provided by observers/researchers [5], and 
quantitative data gathered during their research [1,94]. One study that described their process of 
agreement specified that triangulation with their multiple sources (in this case, doctors, patients, 
NGOs, etc.) was not always appropriate because they maintained “contrary viewpoints” [46].  

A relatively small subset, 32 papers (12.7%), described using IRR. Of those 32, the majority (26 
papers, 81.3%), specified a statistical method and one paper reported using more than one method. 
The six papers that did not specify a method reported IRR as a simple percentage. Cohen’s kappa 
was the most commonly used measure of IRR (17 out of 32 papers, 53.1%) with Fleiss’ kappa (3 
papers, 9%) , Krippendorff’s alpha (3 papers, 9%), and Scott’s Pi or Kappa (2 papers, 6%) used less 
often. Papers rarely described why a statistical method was chosen, although in one case, Fleiss 
and Krippendorff were both corresponding to different types of data being analyzed (nominal or 
categorical data used Fleiss; ordinal data used Krippendorff).  

Eleven papers described agreement as “substantial,” “very good,” “sufficient,” “satisfactory,” 
“moderate,” and “fair to good.” Some papers conducted a second round of coding and IRR if 
agreement was too low after the first round; others kept the low IRR and provided a rationale for 
it, such as “the first pass inter-rater reliability test achieved a Kappa score of 0.61 as there was 
some confusion about redundant codes” [89] and “The coding comparison revealed a Cohen’s 
Kappa figure of 0.54… reflect a codebook which was meaningful (objective) but not too restrictive 
(allowed subjectivity)” [60].  

A few papers addressed non-use of IRR. For example, Paavilainen et al. stated that “As the 
informants wrote clear, brief sentences making the data easy to interpret and no major 

Used IRR 
Specified 

no. of 
coders 

Described 
seeking 

agreement 
# of papers 

% of 
papers 

✓ ✓ ✓ 20 8.0% 

✓ ✓ x 10 4.0% 

✓ x ✓ 1 0.4% 

x ✓ ✓ 75 29.9% 

✓ x x 1 0.4% 

x ✓ x 16 6.4% 

x x ✓ 43 17.1% 

x x x 85 33.9% 

      251 100% 

Table 2: Combinations of approaches to reporting on reliability 
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disagreements on coding arise, inter-rater reliability test was not needed” [75]. Jun et al. clarified 
their decision not to use IRR saying that “Inter-rater reliability was not calculated as it is rarely 
done with semi-structured interview data due to the possibility of applying the same code to 
different sections of the interview” [48]. Yet another paper pointed out that they did not perform 
IRR because while multiple researchers reviewed the codes, only one conducted the coding, but 
also added that “multiple researchers reviewed the codes and themes and there were critical and 
detailed discussions at all stages of the analysis” [91]. 

Though not the focus of our analysis, we observed some differences between the CHI and 
CSCW datasets: 16.4% of CHI papers used IRR and 8.5% of CSCW papers did. At the same time, 
more CSCW papers specified their method of agreement (i.e., describing how they “discussed,” 
“disagreed,” “collaborate,” “refined,” etc. their codes or themes) (63.2%) compared with CHI 
(48.5%). We report on these differences between the conferences in Table 1. 

4.2  Summary of Reliability Approaches 
Table 2 summarizes combinations of approaches to reporting reliability and/or agreement in the 
251 papers. Of these, 166 (66.1% or the first seven rows in Table 2) used at least one of the 
approaches to reporting reliability that we identified in the CSCW and CHI literature (i.e., use of 
IRR, number of coders, description of agreement process). 20 (8.0%) of papers articulated three 
forms of agreement (IRR, number of coders, description of agreement process), 86 (34.3%) 
articulated two of the three forms of agreement, and 60 (23.9%) articulated one of the three forms 
of agreement. Notably, the one paper that used IRR but did not describe either of the other two 
dimensions of agreement referred only to “we” and although they provided a detailed description 
of their process, did not use language that explicitly described their method of agreement. 

4.3  Approaches to Reliability by Data Collection Method 
Of the 251 papers, 179 (71.3%) described conducting interviews (see Table 3). Authors described 
conducting observations in 76 (30.3%) of the papers, and when used, observations were often 

 
 

Total papers 
(N=251) 

Used IRR Sought 
agreement 

Specified # 
of coders 

Interviews 179 71.3% 16 8.9% 101 56.1% 82 45.6% 

Observations 76 30.3% 5 6.6% 44 57.9% 30 39.5% 

Scraping/Searching 
Existing Content 

44 17.5% 8 18.2% 32 72.7% 31 70.5% 

Design  
Sessions/Probes/Workshops 

29 11.6% 4 13.8% 9 31.0% 11 37.9% 

Free Response Survey 15 6.0% 2 13.3% 6 40.0% 7 46.7% 

Diary Studies 14 5.6% 3 21.4% 6 42.9% 6 42.9% 

Focus Groups 11 4.4% 1 9.1% 7 63.6% 5 45.5% 

Table 3: Approaches to reporting on reliability by data collection method 
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accompanied by interview methods (62 of the 76 observation studies used both interviews and 
observations). Scraping/Searching existing content were third most common, reported in 44 
papers (17.5%). Addition to using one of the methods described in Table 3, the most common other 
methods (n = 34) were recorded video (n = 12) and photographs (n = 10). There was little overlap 
among types of data collection excluding interviews.  

Table 3 also describes use of measures of reliability by data collection activity.  One variance 
of note is that scraping or searching of existing content, such as tweets, was more likely to use at 
least one measure of reliability. For example, Starbird et al. analyzed tweets for predetermined 
categories which lends itself to multiple coders for scale, and measures of agreement. They stated 
that “the first dimension, which we designed to identify crowd corrections, consists of five 
mutually exclusive categories: Affirm, Deny, Neutral, Unrelated, and Uncodable” [84] and 
subsequently calculated IRR to test agreement between coders for these categories.  

4.4  Methods and Methodologies 
Almost all papers (249) specified the method(s) used in the paper. The most commonly invoked 
descriptive term was iterative (94 papers, 37.8%) followed by open coding (85 papers, 34.1%) and 
other inductive approaches (see Table 4). Most papers (161, 64.7%) described using coding to 
identify themes, but fewer than half specified method of analysis (e.g., “thematic analysis”) (data  
not shown). Almost one in five papers referenced grounded theory (Table 4). However, most of 
these papers used language that suggested a variation of grounded theory, such as “we coded and 
organized our data, based on a grounded theory approach” [9], “Data analysis was approached 
through a constructivist grounded theory approach” [59] or “We performed a thematic analysis 

249 papers 
named  

a method 
Used IRR* Indicated 

agreement 
Specified no. 
of coders 

Cited 
methods text 

Code for “themes”  161 64.7% 14 8.7% 93 57.8% 79 49.1% 116 72.0% 

Other** 127 51.0% 14 11.0% 70 55.1% 62 48.8% 101 79.5% 

Iterative  94 37.8% 6 6.4% 54 57.4% 41 43.6% 74 78.7% 

Open coding  85 34.1% 9 10.6% 60 70.6% 46 54.1% 64 75.3% 

Inductive  78 31.3% 11 14.1% 53 67.9% 37 47.4% 66 84.6% 

Thematic analysis  65 26.1% 4 6.2% 36 55.4% 35 53.8% 54 83.1% 

Grounded theory 44 17.7% 6 13.6% 31 70.5% 18 40.9% 40 90.9% 

Axial 27 10.8% 5 18.5% 23 85.2% 17 63.0% 19 70.4% 

Codebook 27 10.8% 10 37.0% 24 88.9% 24 88.9% 21 77.8% 

Affinity diagram 27 10.8% 3 11.1% 21 77.8% 14 51.9% 21 77.8% 

Ethnographic 13 5.2% 0 0.0% 6 46.2% 3 23.1% 12 92.3% 

Table 4: How agreement was reported in the 249 papers that named specific methods 
 

*Percentages in columns to the right are out of corresponding base “n” in this column.  
**Examples of “Other”: coding, categorizing or classifying (24), memos (22), clustering/clusters (19), deductive 

(13), constant comparative (12), content analysis (9), feminist HCI (3), etc. 
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of our data … adopting an inductive and grounded approach” [34]. In our analysis, we counted 
use of the terms “grounded theory,” “grounded approach,” and “grounded data analysis” in the 
context of describing the methods such as, “we analyzed review data through a grounded 
approach.” In some examples, the term grounded was used in a way that did not clearly invoke 
grounded theory as a method and was not included in our dataset, for example, “our analysis was 
well-grounded in the data.” 34 out of 44 papers included the precise term “grounded theory.” 
Although 27 papers (10.8%) mentioned axial coding, only nine of those papers described their 
methods as grounded theory. Similarly, open coding was mentioned in 85 papers (34.1%) but only 
20 of those papers described their methods as grounded theory (data not shown).   

4.5 Justifications and Rationales 
In the above sections, we provide a description of how qualitative researchers report their 
methods of analyzing data related to establishing and communicating reliability. Most papers in 
our dataset described their data analysis methods to some extent, however, few papers presented 
justifications for those choices. Even the most detailed descriptions of how research was 
performed were often written assuming sufficient prior knowledge on the part of readers to 
interpret why the research was done in this way. Sometimes one step was justified while others 
were simply described. Although we do not report formal counts of methodological justifications, 
we infer from our readings that many CSCW and HCI researchers assume most readers have 
sufficient methodological expertise or training to understand why authors might choose to 
employ multiple coders or use the statistical measure they used.  

In contrast, rationales for study design choices often were included, such why it was important 
to use deception and why interviewers did not define terms for participants [76], or because a 
certain step was required by a methodological text [21]. We speculate that authors provide a 
rationale when they anticipate readers may question their choices, either based on prior review 
experience or because they are aware of a common disciplinary standard from which their 
practices depart. Outside of those rationales, presentation style norms and page limits might lead 
authors to limit discussion of methodological concerns. In the next section, we discuss 
recommended approaches to agreement and reliability in different forms of qualitative research, 
including reasons not to seek agreement and rationales for these approaches.  

5 MOVING FORWARD: REFLECTIONS ON BEST PRACTICES  
In this section, we draw on our results as well as methods literature to reflect on instances of 
when not to seek agreement or IRR, when to seek agreement or use IRR, as well as considerations 
for communicating and justifying methods in written scholarship. Our goal is to assist researchers 
in aligning their assumptions and choice of methods and in making reasoned justifications for 
their choices. In the next sections, we traverse a wide range of qualitative research traditions to 
reflect on when researchers might choose to use multiple coders and seek agreement, when they 
might also choose to use IRR, and what they might consider in describing these efforts in 
publications. We also reflect on where those approaches are not needed, or can even be outright 
rejected. 

5.1 Reasons Not to Seek Agreement and/or IRR 
5.1.1 When codes are the process not the product. Many papers in our dataset demonstrated that 
coding takes place over multiple meetings to discuss disagreements and refine codes (descriptive 
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text attached to a unit of analysis), the primary goal of which is not agreement, but to eventually 
yield concepts and themes (recurrent topics or meanings that represent a phenomena). Even if 
coders agree on codes, they may interpret the meaning of those codes differently, and those 
differences may be valuable as described here: “Afterwards, our team examined the codes and 
initial themes together, and had several group meetings where authors discussed and did a 
comparative analysis of each of their codes to note similarities and differences” [77]. The coding 
process may itself involve multiple rounds of coding, meeting, diverging, synthesizing, 
highlighting, revising memos, and recording, the output of which is not always agreement, but  
discovery of emergent themes as described in Klein et al. [54].   

5.1.2. Expert researcher. Agreement (formal or informal) is rarely appropriate when a single 
researcher with unique expertise and experience is conducting the research. Many techniques 
such as memoing, reflection, and review are designed to support the single researcher process 
without requiring agreement (e.g., “To answer these questions, I reviewed the data collected 
during the four years of my fieldwork” [81]), though triangulation may be useful in some cases. 
This is often the case in ethnographic work where researchers are embedded in a topic or field 
for long periods. Barkhuus and Rossitto argue that “Subjective analysis is what makes 
ethnographic methods relevant and powerful… it is impossible to take the preliminary 
experiences out of the ethnographer” [7]. The ethnographer is often placed in a privileged 
position by virtue of acceptance of the ethnographers’ subjectivity with access to an “ideal of 
correspondence” between an event and its rendering [4]. In CSCW and HCI, emphasis on a 
participatory turn (the “insertion of the ethnographer into the scene”) suggests “the self” as “an 
instrument of knowing” [28]. Dourish underscores the role of ethnographic participation not just 
as an “unavoidable consequence of going somewhere, but as the fundamental point” and goes on 
to say that “If we accept a view of ethnographic material as the product of occasions of 
participative engagement, then we surely need to be able to inquire into the nature of that 
engagement” [28]. Autoethnographic accounts are a product of often single-researcher 
participation in a practice of interest and rigorous self-reflection [2] and have been advocated in 
the HCI literature as a way of developing empathy with users [73].  

5.1.3. Social context or social action. In some types of research where social context or social 
change is integral, agreement among external researchers may not be meaningful. For research 
that takes a social, ethical, or political stance, agreement may not be required as communities 
themselves may be charged with producing their own insights that in turn allow them to enact 
change. For example, participatory action research (PAR) engages participants in “self-
investigation” with the hope of producing action [79]. Other approaches include co-design or 
interventions where the participants themselves took part in interpretation, for example, “with 
this intervention ‘in the wild,’ we as investigators have participated in the study at the same time 
as the participants have been investigators” [44]. One paper in our dataset embraced the 
potentially idiosyncratic role of researchers interpreting the unfamiliar as follows: “abductive 
reasoning can be used in situations of uncertainty… abduction is driven by astonishment, 
mystery, and breakdowns” [71]. 

5.1.4. Agreement can be harmful. Some scholarly standpoints are philosophically at odds with 
the concept of agreement. For example, feminist HCI [6,8] researchers seeking to challenge 
hegemonic categories of available knowledge and to privilege marginal or subaltern perspectives 
may not adopt an analytical stance a priori. Similarly, intersectional approaches challenge the 
systems that reproduce inequality, including the power assumptions embedded into the very 
concept of coding and labeling [12]. Research that is focused on social change, power structures, 
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and empowerment may consider the concept of agreement to perpetuate injustices the research 
is looking to overcome [23].  

5.1.5. Ease of coding. For some data and analyses, multiple coders and IRR are overkill because 
the data is straightforward. If the coding is binary, then the coding likely only requires one coder. 
Another example from our dataset states:  “three researchers independently coded the responses 
using constant comparison to iteratively arrive at themes… Nine remaining open-ended questions 
were simpler elaborations, which were coded independently by one researcher” [51]. Though a 
stigma may exist around having a single coder in qualitative research (which may foster the use 
of “we” in single-authored papers), it is worth reflecting on when one researcher really is just as 
good as two. We did not calculate IRR for our content analysis of methods sections because 
flagging the presence of terms or citations is a simple form of coding that required little to no 
interpretation.  

5.1.6. Grounded theory. We pay special attention to the curious case of grounded theory 
because although it does not require IRR, we encountered several papers that used grounded 
theory methods (e.g., “grounded theory” or “grounded approach”) in conjunction with IRR. 
Grounded theory often (though not always) engages in a standardized format of analysis that 
requires multiple iterations of interactions with the data, followed by analysis, and then more 
theoretical sampling and analysis, and finally the development of theory [20,24,72]. There are 
many possible steps in the coding process: open coding to identify topics of interest, axial coding 
to identify relationships among the codes so that they can be organized into clusters of more 
complex and themes, and selective coding where the researcher focuses more narrowly on topics 
of interest [20,72].  

Grounded theory rarely, if ever, requires IRR. Grinter has pointed out that IRR is not specified 
in any of the foundational grounded theory texts and explained that, for the grounded theorist, 
codes are “merely” an interim product that support the development of theory, not a final result 
that requires testing [40]. From initial sampling to theoretical sampling, the researchers’ aim is to 
refine the theory and test it “to broaden the range of situations and attributes over which the 
theory makes good predictions or descriptions” [72]. The procedures used in grounded theory, 
when done in this way, perform the critical, reflexive work that informal discussions of agreement 
might achieve. That said, some papers in our dataset still readily report use of grounded theory 
methods (e.g., open coding, axial coding, constant comparison) while also performing IRR. The 
differences in language choice of using grounded theory versus grounded approach also indicates 
variance in CSCW researchers’ alignments to grounded theory principles; future work could 
explore whether those language choices are intentional or meaningful.  

5.2 Reasons to Seek Agreement  
Agreement of any kind plays a large role in qualitative research. Recall that 2/3 of papers in our 
dataset used some form of agreement and just over 1/2 used agreement without IRR (i.e., either 
described seeking agreement or specified number of coders).     

5.2.1 Capacity to code more data. When larger datasets are desirable (e.g., coding tweets for 
frequency of a topic), seeking agreement provides researchers with the capacity to code more 
data by spreading coding across multiple researchers. In order to ensure that interpretations of 
data are aligned, coders can use informal discussion or formal statistical methods to develop and 
test their agreement. Agreement is particularly useful when datasets have readily discernable 
units of analysis, such as tweets or posts.  
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5.2.2 Confirmation of measurements. Krippendorff asserts that “reliability is the degree to which 
members of a designated community concur on the readings, interpretations, responses to, or 
uses of given texts or data” [55]. When multiple people come to agreement on codes and themes 
in a dataset, agreement signals confirmation that the measurements are consistent. For example, 
in grounded theory, Strauss argues that each data collector should be engaged in analysis of their 
own data as well as with others (together and individually) from start to finish [85].  

5.2.3 Identifying points of disagreement. Identifying where a group of researchers disagrees 
about interpretations can be helpful to illustrate points of tension around codes, and the process 
of seeking agreement may be useful regardless of whether agreement is eventually demonstrated. 
Disagreement can also prompt more reflection that ultimately results in a stronger codebook and 
coding process. Many papers in our dataset described this process as refining or discussing codes, 
for example in this inductive approach: “the two coders met to discuss disagreements in coding 
and to refine codebook definitions” [60]. When appropriate, authors may consider describing not 
only the process by which disagreements were addressed, but also the data that sparked 
disagreement.  

5.3 Reasons to Use IRR 
If multiple coders participate in data analysis, there are a number of situations in which it is 
appropriate to use and report formal measures of IRR.  

5.3.1. Ensure consistency between coders coding different subsets. As described in 5.2.1, large 
datasets often require that multiple coders attend to different subsets of the data. In those cases, 
IRR can be useful to gauge consistency of application of codes. It may also be useful for increasing 
researchers’ confidence that coders are implementing the codes as intended. Once agreement is 
established on a small portion of the data, coders can then code separate portions of the data 
independently. We used this approach in our application of inclusion criteria for a random sample 
of CSCW and CHI papers as described in section 3.1.   

5.3.2. Developing codes. IRR can be used in the process of developing codes themselves; that is, 
to support the process of interpretation instead of to justify and/or demonstrate the strength of 
codes and interpretation. Here, again, discovering where researchers disagree could be more 
interesting than demonstrating that they agree. IRR can reveal something about the nature of the 
data itself: how easy or challenging was it to synthesize and how easy or hard it was to attach 
meaning to units of analysis [43]. 

5.3.3. Identify predetermined codes. IRR can be used to evaluate whether data are being 
interpreted in the same way relative to the concepts being measured. For example, a study that 
aims to label tweets using a pre-determined set of codes would require that researchers identify 
those codes in the same way. As a general rule with multiple coders, the more interpretation that 
is required to code the data, the more important it might be to use IRR. 

5.3.4. Describe results quantitatively. Some analyses seek to report quantitative or statistical 
analysis of qualitative data (e.g., that a topic showed up in X% of the dataset). If findings hinge on 
frequency counts, there is a strong argument that IRR should be used. In cases where topics 
represented by codes are going to be compared to each other (e.g., X was three times more 
common than Y), IRR may also be useful.  

5.3.5. Enable replicability. Quantitative researchers across disciplines like psychology, 
medicine, and more recently, HCI, are advocating for open science to counter concerns about p-
hacking, bias towards significant results, and other statistical concerns [50]. Often qualitative 
research is not designed to be replicated, but in some cases, researchers may seek to reuse 
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methods or expand and refine results in subsequent studies. In these cases, IRR forces researchers 
to develop a well-articulated process of codebook development and coding that can then be made 
available to other researchers. Inspired by the open science movement, one way that researchers 
could facilitate replicability is by being concrete about thresholds for agreement at each stage. 
Papers could suggest, or even preregister, a target agreement value (e.g., 0.7 or above) with 
justification before conducting the analysis, which would lend credibility to their subsequent 
interpretation of determined values. 

5.3.6. Confirmation Bias. Most research methods are subject to confirmation bias. In qualitative 
research, confirmation bias can occur in the data collection, analysis, or interpretation process 
where researchers(s) may have preconceived notions about what they will discover, or want to 
discover, and those biases can inadvertently influence their scholarship. While we have noted 
some cases where researchers’ perspectives are an important part of the scholarly process (which 
is often acknowledged with a positionality statement in the methods section), in many cases it is 
important to provide checkpoints to minimize the effects of confirmation bias. Using multiple 
coders and agreement processes can help reduce individual biases of a particular researcher.  

5.4 Considerations When Writing Methods Sections 
Although our analysis focused on reliability, through the process of reading hundreds of methods 
sections, we observed many variations and developed general observations for effectively 
communicating qualitative research methods.  

5.4.1 Scaffolding Readers’ Understanding. An important outcome of a methods section is that 
readers are prepared to understand the research that was done and the findings that are presented. 
Providing pragmatic details about the process of analysis, even if it may seem obvious to a 
seasoned researcher, is valuable for providing other researchers with insight about how to execute 
(or not) similar research.  

5.4.2 Passive voice. CSCW and HCI researchers often use passive voice in methods sections. 
There are numerous examples from our dataset: “data were combined and analyzed,” “open 
coding was applied to the transcripts,” “interviews transcripts were analyzed,” “field notes were 
reviewed,” “coding was discussed,” “the emergence of themes,” etc. Although researchers may 
have carefully considered reasons for using passive voice, passive voice can obfuscate the role of 
researchers in performing the analysis. Using passive voice has the potential for, as Bohner writes, 
“obscuring agency by placing the actor in the background” and “introducing interpretational 
ambiguity” both of which he argues authors semi-consciously do out of insecurity about the rigor 
of their methods [10]. Some researchers consciously choose to treat data as though the data itself 
has agency and, similarly, that theories can have agency in analysis. In those cases, it may be 
appropriate to communicate that a theory was “discovered” or that themes “emerged” from data 
rather than that the researcher constructed the theory or developed the themes. However, it is 
important that researchers are making an intentional choice to assign data and theories that 
agency.  

5.4.3 Performativity. The publication process encourages scholars to perform scholarship 
aligned with normative expectations. Prior discussions have pointed out instances of how these 
expectations shape scholarship, such as “implications for design” at CHI [27]. In qualitative 
research, we see norms emerge and evolve over time, such as new approaches and perspectives 
moving into the community (e.g., grounded theory and ethnography in earlier decades; 
intersectionality currently) that go through a period of uncertainty and refinement. However, 
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some norms emerge and can spread without deep discussion or shared reflection. Examples like 
the widespread adoption of IRR rating scales, or the ambiguous language of “a grounded theory 
approach” may foster uncertainty about what research activities these terms actually represent. 
In some cases, papers make processes visible and call into question emergent norms, such as this 
example in our dataset: “Without pretending to achieve saturation of the data analysis, the 
highlighted themes helped us to elaborate the four design opportunities…” [87]. 

Indeed, our review of methods sections suggests that some authors may assume there are 
expected standard practices for doing qualitative research that need not be elaborated, and they 
may also use these perceived standards to guide decisions about when to include justifications for 
methodological choices. This may be to our collective detriment. Descriptions in our datasets such 
as “in keeping with standard qualitative analysis techniques” and “followed standard guidelines 
to code our themes” may be attempts to signal conformity to an accepted method; yet, our 
research makes clear the diversity of approaches and epistemologies. There is no standard 
qualitative method in CSCW or HCI. We recommend clear and detailed descriptions of analytical 
procedures, even when researchers suspect that most people share the same practices. For Glaser 
and Strauss, theory is process: “an ever-developing entity” rather than a “perfected product” [38]. 
When conducting and reporting qualitative research, process and rationale should be treated as 
a critical part of the research.  

5.5 Logistics and Equity 
Research is constrained and enabled not only by scholars’ creativity, insight, and skill, but by 
practical aspects of their work environment. Access to resources can influence research design 
and execution. 

5.5.1 Time and resources. Research is also constrained by access to resources, including 
collaborators, research assistants, financial support, and hardware and software tools. In most 
studies, there may be an “ideal” way to conduct research and then there is the practical way, the 
latter of which is what takes place. A challenge for the community moving forward is how to 
balance ideals of scholarship with constraints and inequalities that make some of the 
recommendations above impractical to implement consistently. For example, researchers may 
determine that multiple coders are needed for a particular study design, but multiple coders may 
not readily materialize. Although institutions or individuals with access to more resources can 
usually access multiple coders (e.g., by hiring and training students), not every researcher will 
have access to multiple coders. The guidelines in this paper may also help researchers consider 
feasibility of different research designs in low-resource conditions.  

5.5.2 Expertise. Universities and research labs with few or only one CSCW and HCI researcher 
cannot have expertise in all related methods. At universities where there may not be faculty with 
training in qualitative methods, but who have students who want to do this kind of work, the 
broader CSCW and HCI research community has an opportunity to help train those students 
through the publication process. This may take place through direct feedback during peer review, 
but can also happen when researchers provide detailed accounts of methods. In this spirit, we 
hope that the reflections and recommendations in this paper provide a resource for the CSCW, 
HCI, and adjacent research communities to continue to reflect on their collective practices.  

6 CONCLUSIONS 
Qualitative research is a rich and powerful way to understand the world around us. Yet, we have 
demonstrated that in CSCW and HCI, there is little consensus about how to approach reliability 
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in qualitative research. As a result, authors often struggle to communicate methodological choices 
with confidence and reviewers may communicate confusing expectations. As researchers, we 
might expect that epistemological stances dictate methodological choices; however, in practice, 
other forces like perceived norms and reviewer variance may play a role. Our descriptive analysis 
of recent papers finds that most qualitative CSCW and HCI papers code data as part of their 
research process and most provide some description of the method they use to do so. Far fewer 
report the number of coders involved in the process and even fewer use IRR. Justifications for 
these choices are sparse. We argue that diverse epistemological standpoints in CSCW and HCI 
support these diverse uses, but that the community could be clearer about communicating the 
rationale for methodological choices. Further, there is variability in how terms and concepts are 
used, and although implemented in similar ways, they can be used differently and toward 
different ends. It is precisely these differences that necessitate thorough descriptions of methods 
and analytical process. Through our analysis and discussion, we examine a wide range of research 
cases, more experiences and situations than perhaps any one researcher is likely to have 
encountered in their own practice. Finally, we discuss considerations for best practices in writing 
methods and provide a set of recommendations for when researchers should seek agreement in 
qualitative research and when it is not needed, or even potentially harmful. 

In sum: there is no one correct way to approach reliability in qualitative research. Different 
epistemologies invite different frames; we hope that this work serves as a generative starting 
point for researchers to reflect on their epistemological goals and how they produce knowledge.  
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